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NFS as a Data Sharing Protocol

∀ NFS provi ded file shar ing in 1985

∀ Data relocat ion from  cl ient to ser ver

∀ It m asked the detai ls of  storage
m anagem ent from  cl ient syst em s

File syst em -to-disk m appings hidden

W hat vol um e m anager?

M any si tes use HSM  transpar ently



NFS: Successf ul  File Sharing

∀ Sim ple, rel iabl e, com prehensi ble

∀ Easy to depl oy

∀ Hid the detai ls of  storage

∀ Provi ded transpar ent redi rect ion

∀ Perform ance good enough



NFS as a D isk Replacem ent

∀ NFS also repl aced disks

∀ Diskl ess cl ients cent ral ized
m anagem ent

∀ Inexpensi ve (TCO-wise)  ser ver  disks
repl aced expensi ve,  hard-to-m aintain
cl ient disks



NFS: Not a D isk Replacem ent

∀ A com m erci al  fai lure— why?

Client disks got cheap
∀ But adm inistrators didn’ t

Jam m ed networks = bad perform ance
∀ Networks were shar ed, not sw itched

∀ 10 M bit/sec Ethernets over powered by 50 M Hz CPUs, 10
M byte/sec SCSI

Boot ser ver s ef fect ivel y faci lity SPOFs
∀ No ef fect ive,  inexpensi ve HA faci lities in 1994



NFS as a Protocol  Suite

∀ Basic NFS is pretty good

Sim ple, consi stent sem antics

∀ Needing im provem ent

Global  name space

Interoperabl e ACL protocol

Secur ity (trust  dom ain issues)

Perform ance



NFS Perform ance

∀ In a word, it sucks,  right?

∀ W ell, no…

2,000 NFS ops/ sec = 200-4000 cl ient syst em s

Even fairly large (250 GB+) ser ver s sust ain
m uch less than 2,000 ops/ sec,  peak << 5,000

High end ser ver s > 100,000 ops/ sec (SFS97)

∀ Even SFS97_R1 resul ts exceed 38,000 ops/ sec



M ajor Percept ion Probl em s

∀ Users/adm ins are not well cal ibrated

“NFS is too sl ow”

Little or no capaci ty planni ng hel p

∀ “W e can’ t do that, it’s old technol ogy”

so are TCP/IP, x86 and rotating m agnetic disks

∀ NFS is drast ical ly under -m arket ed



SAN and NAS Equival ence
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Storage Big Probl em : Sem antics

∀ Storage blocks have no sem antics

“a LUN is a bag of  bi ts”

Server less backup probl em s

Lim ited abi lity of  internal  storage ser vi ces (e.g.,
poi nt-in-tim e copy/ snapshot )

∀ Causes data/storage conf usi on

Data = files

Storage = disk blocks



Storage Big Probl em : Paral lel ism

∀ Paral lel  physi cal  plant

Gigabi t Ethernet ~= FibreChannel

∀ Paral lel  adm inistrative ski lls

FC ski lls requi red for storage,  IP ski lls for
networks

∀ Paral lel  sof tware stacks

Separate code bases for networki ng, storage



Storage Transi tions

∀ Transpor ts:  dedi cat ed → com m odity

FibreChannel  → IP

∀ Sem antics:  si m ple → rich

SCSI blocks → Object s or Files

∀ Connect ivi ty:  si m ple → com plex

M ostly DAS → m ostly SAN → cent ral ized
W SAN



NFS in the Future?

  “I  don’ t know what the file shar ing
protocol  of  the future w ill be, but it w ill
be cal led NFS… ”

(with apol ogi es to C.A .R. Hoare)



W hy NFS?

∀ Higher  level  protocol

H ides storage detai ls

Expor ts data sem antics

Easi ly (relativel y)  m ade highl y avai labl e

∀ Protocol  has storage sem antics

M ore paral lel  to SCSI blocks than m ost

Can have af fini ty w ith iSCSI ef forts



W hy NFS?

∀ “Doesn’ t” have to be prom ulgated

It’s al ready a de fact o indust ry standar d

∀ Adapts storage to networki ng

Com m odity transpor t

Am enable to W ANs



NFS Perform ance Issues

∀ Two broad cat egor ies of  NFS usage
Attribute-intensi ve (SFS, si m ilar to TPC-C)

Data-intensi ve (???, cor responds to TPC-H/R)

∀ “I f you haven’ t run the benchm ark, the perform ance sucks”

∀ No form al data intensi ve benchm ark

∀ Cost of TCP/IP

Effici ency,  not throughput  or latency

∀ Clients, as well as ser ver s

No form al cl ient benchm ark



W hat To Do
∀ Com plete the protocol  sui te

Global  nam e space

Secur ity

Integrate w ith nam e ser vi ces

∀ Develop data m anagem ent capabi lities

∀ Drive up ef fici ency

Pay attention to cl ient si de

Seek af fini ty w ith of fload vendor s, esp iSCSI

∀ M arket ing


