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Agenda

¡ Hole Punching 
– Needs asynchronous? 

¡ Server Side Copy 
– Needs asynchronous!
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Hole punching
¡ Done via WRITE_PLUS 

– Why not HOLE_PUNCH? 
– Why not INITIALIZE? 
– Why not VOLDEMORT?
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What does it do?
¡ 14.7.3.2: Zero the blocks backing a particular 

region in the file 
¡ wpa_hole.di_allocated == TRUE 

– Blocks will be zeroed 
¡ Actually write 0 to every byte of the block 

¡ wpa_hole.di_allocated == FALSE 
– Blocks will be deallocated 

¡ Really a hint, how does the client enforce this?
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Partial blocks
¡ What if it is deallocate and the range is into the 

middle of a block? 
– Then zero that portion of the block
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Benefits of WRITE_PLUS
¡ Do not send the bits on the wire 

– Huge savings* 
¡ Do not store the bits on disk 

– Well, unless the server OS does not support 
sparse files. 

– Unloads the marshaling, sending, and 
unmarshaling to all be on the server 
!

¡ * Even if sending 0s, might want to do a hole!
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Does it need to be asynchronous?
¡ If true zeroing, then the server is writing the 

zeros 
¡ If deallocation, should be quick 

– Mostly metadata 
¡ What about filesystems which support dedup?
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Can the server lie?
¡ All further reads to this region MUST return 

zeros until overwritten. 
!

¡ If done asynchronously or if the client is 
waiting, then the semantics are understood 
!

¡ If done as a lie, the server MUST store the 
WRITE_PLUS in stable storage 
– Must queue subsequent WRITES
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Server Side Copy
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• Train Model 
• Get rid of  6 y ear deliv ery cycle 
• Get rid of  660 page standards 

• Ev ery thing is optional 
• Adhere to minor v ersioning rules 
• Easy  to deliv er a server 

• If  y ou have a NFSv4.1 server 
• Can add new f eatures as needed 

• NFSv 4 adoption rate sucks across the industry 
• NFSv 3 is good enough 
• Deliv er f eatures for applications 
• Not because they  are cool 
• Driv e Oracle and VMware to adopt NFSv 4.2 

• Can help rev iew!  
• https://www.ietf.org/mailman/listinfo/nfsv4 

• We hav e a proprietary  version in RR.0. 
• COPY is serv er specific 

• Can use straight NFSv4.x, X>=1 
• Inter-node, Block Copy  Engine 
• Inter-v server: SpinNP Copy Engine 

NFSv4.2: Enticing Applications 

• Oracle wants to treat a f ile as a disk 
• Hmm, vvols anyone? 

• They  want to def ine their own block structure 
• LBN 
• Guard pattern 

• Memory  poisoning 
• Application specif ic corruption checks 

• ADB is a metadata f ormat for quick initialization of  blocks 
• Sparse 

• Metadata sent only  
• Pay load is all 0s 
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Application IO Hints 

• posix_f advise() 
• Non-posix or Oracle knows their DB 
• Posix Pref etch 

• Get all the records 
• Opportunistic Pref etch 

• Decision to read other records depends 
on the application 

Sparse Files 
• Modern OSes support holes and space reserv ation 
• Also, an allocated block of  0s does not to be sent 
• With Dedup, how much space do we reclaim? 
• Virtual Disk initialization speed-up 

Application Data Blocks 
• DAC v s MAC 
• Client passes a Subject label 

• RPCSEC_GSSv 3 
• File has an Object label 
• Label Format Specif ier (LFS) 
• Client v s Server 

Summary Server-Side Copy 

Labeled NFS 



Vendor specific versus NFSv4.2
¡ Secret sauce to get bits quickly across 

– Vendor A box to Vendor A box 
¡ NFSv4.2 

– Destination opens the file 
¡ Wait, client has it open too! 

– Destination reads the file 
¡ And writes locally 

– Destination closes the file
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Does it need to be asynchronous?
¡ Yes* 
!
!
!
!

¡ * Unless the client is willing to burn resources 
to wait forever
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A tradeoff
!

¡ Not all servers will need to do asynchronous 
hole punching 

¡ Most servers will want to do asynchronous 
server side copy 
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¡ OFFLOAD_REVOKE 
¡ OFFLOAD_ABORT 
¡ OFFLOAD_STATUS

Voila! Reuse the asynchronous framework

¡ COPY_REVOKE 
¡ COPY_ABORT 
¡ COPY_STATUS
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The cost
¡ Are we forcing servers to support 

asynchronization? 
– No 
– wr_callback_id 

¡ Are we forcing clients to support 
asynchronization? 
– Well, yes
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What a client needs
¡ Clients need to be prepared for asynchronous 

copy offloading. 
¡ However, for hole punching, can they indicate 

– Willing to wait until I/O is done? 
– Willing to work asynchronously?
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